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1.1. Why is SPH too slow?

The SPHmethodis very expensivan termsof computingtime.

For example a simulationof this dambreak
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1.1. Why is SPH too slow?

Drawbacks of SPH:

A SPHpresents high computational costthatincreasesvhenincreasingthe
numberof particles

A The simulation of real problems requiresa high resolutionwhich implies
simulatingmillions of particles.

¥

The time required to simulatea few secondsis too large. One secondof
physicaltime cantakeseveraldaysof calculation

| T IS NECESSARY TO USE HPC TECHNIQUES TO REDUCE THESE
COMPUTATION TIMES.
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1.2. High Performance Computing (HPC)

HPC includes multiple techniques of parallel computing and distributed
computingthatallow you to executeseveralbperationsimultaneously

Themaintechniquesisedto accelerat&SPHare
A OpenMP (OpenMulti-Processing)

I Model of parallel programmingfor systemsof
sharedmemory

| qutabl_e and flexible programming interface Multi-core processor
usingdirectives

i Its implementation does not involve major
changesn thecode

I The improvementis limited by the number of
cores

OPENMP IS THE BEST OPTION TO OPTIMIZE THE PERFORMANCE
OF THE MULTIPLE CORES OF THE CURRENT CPUSs.
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1.2. High Performance Computing (HPC)

HPC includes multiple techniques of parallel computing and distributed
computingthatallow you to executeseveralbperationsimultaneously

Themaintechniquesisedto accelerat&SPHare

A MPI (MessagePassingnterface)

I Messagepassing library specification for
systems of distributed memory parallel
computersaandclusters

I Severalprocessesre communicatedy calling
routinesto sendandreceivemessages

MPI cluster

I The use of MPI is typically combined with
OpenMP in clusters by using a hybrid
communicatiormodel

I Very expensivdor asmallresearclgroup

MPI IS THE BEST OPTION TO COMBINE THE RESOURCESOF
MULTIPLE MACHINES CONNECTED VIA NETWORK'.
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1.2. High Performance Computing (HPC)

HPC includes multiple techniques of parallel computing and distributed
computingthatallow you to executeseveralbperationsimultaneously

Themaintechniquesisedto accelerat&SPHare

A GPGPU (GeneralPurposeComputingon GraphicsProcessindJnits)

i It involves the study and use of parallel
computingability of a GPU to performgeneral
purposgirograms

I New general purposeprogramminglanguages
and APIs (suchas Brook and CUDA) provide
an easier accessto the computing power of
GPUs

I New implementationof the algorithmsusedin
CPUis necessaryor anefficientusein GPU.
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1.2. High Performance Computing (HPC)
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Advantages GPUs provide a high calculation power with very low cost and without
expensivanfrastructures

Drawbacks. An efficient and full use of the capabilities of the GPUs is not
straightforward
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2. DualSPHysics implementation

- - W -

00000000 «000

400000000000, ,oooooEE:::;s Firstversionin late2009
~200000000. 0000000007
‘900000000, e000000er _ _ _
Y eeetee ety It includestwo implementations
cpu i gpu - CPU: C++andOpenMP
0000000000000008
)0000000000000000. - GPU: CUDA.

. 0000000000000000006
«00000000000000000000.

Both options optimized for the best

Dua I S PHySiCS performancef eacharchitecture

Why two implementations?
This codecanbe usedon machinesvith GPUandwithout GPU.
It allowsusto makea fair andrealisticcomparisorbetweenCPUandGPU.

Somealgorithmsarecomplexandit is easyto makeerrorsdifficult to detect Sotheyare
implementedwice andwe cancompareesults

It is easierto understandhe codein CUDA whenyou canseethe samecodein C++.

Drawback: It is necessaryo implementandto maintaintwo differentcodes
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2.1. Implementation in three steps

For the implementationof SPH,the codeis organisedn 3 main stepsthat are repeated
eachtime steptill theendof the simulation

Neighbourlist (NL):
Particlesare groupedin cells and reorderedto
optimisethe nextstep

s

: : Particle interactions (PI):
Neighbour List : .
(NL) Forcesbetweenparticlesare computed solving
momentumandcontinuity equations

J /& This step takesmore than 95% of execution
time.

Particle ﬁ> System Systemupdate (SU):
@“teracuon (P')J [ Update (3J) J Startingfrom the valuesof computedorces,the
@ magnitudesof the particlesare updatedfor the
nextinstantof the simulation
Save Data
[(occasionally)}
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2.2. Neighbour list approaches

initial Data Particlelnteraction(Pl) consumesnorethan
> 2 95% of the executiontime. However, its
raei Implementationand performancedepends
greatlyontheNeighbourList (NL).

_ /& NL step creates the neighbour list to
Particle System
:D optimise the searchfor neighboursduring
particleinteraction

Save Data
(occasionally)

Two approacheswerestudied
A Cell-linked list (CLL)

A Verlet list (VL)
A ClassicalVerlet List (VL ()
A Improved Verlet List (VL)
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2.2. Neighbour list approaches

Cell-linked List (CLL)

A Thecomputationatlomainis dividedin cellsof side2h (cut-off limit).

A Particlesarestoredaccordingto the cell theybelongto.
A Soeachparticleonly looksfor its potentialneighboursn the adjacentells
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2.2. Neighbour list approaches

Cell-linked List (CLL)

A Thecomputationatlomainis dividedin cellsof side2h (cut-off limit).

A Particlesarestoredaccordingto the cell theybelongto.
A Soeachparticleonly looksfor its potentialneighboursn the adjacentells
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2.2. Neighbour list approaches

Cell-linked List (CLL)

A Thecomputationatlomainis dividedin cellsof side2h (cut-off limit).
A Particlesarestoredaccordingto the cell theybelongto.
A Soeachparticleonly looksfor its potentialneighboursn the adjacentells

O i
o0 @ Q0 L o0 9}00 80 OOO g@@@@_. In this example:
. OOU;QO 0 05095 0100
oQ O O QOO 2. Q QO ~O OO(S: OOO 141 Potential neighbours
Q 0% Qg 00 O O@ (gray particles)
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2.2. Neighbour list approaches

Cell-linked List (CLL)

A Thecomputationatlomainis dividedin cellsof side2h (cut-off limit).

A Particlesarestoredaccordingto the cell theybelongto.
A Soeachparticleonly looksfor its potentialneighboursn the adjacentells

In this example:

141 Potential neighbours
(gray particles)

47 real neighbours
(dark gray particles)
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2.2. Neighbour list approaches

Verlet List

A Thecomputationablomainis dividedin cellsof side2h (cut-off limit).
A Particlesare storedaccordingto the cell theybelongto.

A Soeachparticle only looksfor its potentialneighboursn the adjacentcells

A Array of real neighboursis createdfor eachparticle.
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2.2. Neighbour list approaches

Improved Verlet List (VL )

A & his calculatedn the sameway asin VL. butthe numberof stepsthe list is kept
(X insteadof C) is only tentative

A Theconstanw=1 (insteadof 1.2) is usedbecausao extradistancds necessary

A The samelist can be usedfor severaltime steps

T Kev(2-V, ., C-dt)

Vax Maximum velocity
C: time steps that list is fixed
dt: physical time for one time step

V: constant to remove inaccuracie:
in calculations
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